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Simulation modeling of computer networks is an effective 
technique for evaluating the performance of network, 
transport, and application-level protocols. Traffic 
generation is one of the key challenges in modeling and 
simulating the Internet. In this paper we present a real 
simulation tool for controlled traffic generation over real 
networks. This work presents a platform, named 
'LVWULEXWHG� ,QWHUQHW� 7UDIILF� *HQHUDWRU (D-ITG), which 
allows to simulate Internet Traffic and accurately replicate 
appropriate stochastic processes for both IDT (,QWHU�
'HSDUWXUH�7LPH) and PS (3DFNHW� 6L]H) random variables 
over real IP networks. We believe that D-ITG shows 
interesting properties when compared to other traffic 
generators and that it permits to accurately analyze 
network performance. 
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As far as mathematical and theoretical aspects, compared 
with other scientific areas, network research appears 
significantly less mature concerning methodology. 
Internet research is affected by models that sometimes are 
poorly suited to the problem under investigation, by lack 
of understanding of properties and limitations of the 
models used, and by tools that have various limitations 
and that are poorly integrated [1] [2]. While each of the 
analysis methods (simulation, emulation, testbed 
experiments and Internet-wide experiments) has its own 
particular strengths and shortcomings, typically only one 
of these methods is used to investigate a particular 
problem. Certain weaknesses of the chosen methods can 
have unwanted implications on the results and deductions 
made from them. There appears to be insufficient 
comparison or adjustment between results obtained by 
different methods. 
As computer networking has become more ubiquitous, 
researchers are increasingly focused on optimizing 
computer networks performance and improving network 
utilization in terms of throughput and offered delay, jitter 
and packet loss. This process cannot leave the study of 
traffic patterns and properties out of consideration. In the 
last twenty years researchers have been looking for the 
definition of stochastic processes that could be used as 
accurate and simple models for traffic generation in 
packet switched networks and in particular in IP 

networks. In order to be as realistic as possible, traffic 
models should accurately represent relevant statistical 
properties of the original traffic. On the other hand, traffic 
models should not become overly complex. Thus, a 
compromise is needed between accuracy of the 
representation and problem manageability. It is therefore 
of critical importance to identify which traffic 
characteristics are essential and which can be ignored by 
the modeling process.  
One of the main applications of traffic models is the 
generation of synthetic, yet realistic traffic to be injected 
into a network. In the case of studies related to the 
Internet, simulations should not only reflect the wide scale 
of real scenarios, but also the rich variety of traffic 
sources, in terms of both protocol typologies and data 
generation patterns. Modeling the Internet traffic is an 
important and essential task and we think that traffic 
theory should be increasingly used to guide the design of 
the future multi-service and integrated Internet. It is 
unlikely that we will be able to understand traffic 
characteristics, predict network performance (Quality of 
Service (QoS), Service Level Agreement (SLA) 
definition, …), or design dimensioning tools without 
analytical and rigorous models. The successful evolution 
of the Internet is tightly coupled to the ability to design 
simple and accurate models with the property of 
reproducibility. Traffic theory suggests us the application 
of mathematical modeling to explain the relationship 
between traffic performance and network capacity, traffic 
demand and experimented performance [3] [4]. Deriving 
such relations allows us to understand what kinds of 
performance guarantees are feasible and what kinds of 
traffic control or traffic engineering techniques are 
necessary. The objective of traffic theory is ultimately the 
definition of settled network engineering procedures as, 
for example, the (UODQJ formula in dimensioning 
telephone networks. The derivation of these procedures 
and the proof of their general validity, however, require 
mathematical modeling. Unfortunately, nowadays Internet 
traffic is far too complicated to be modeled using the 
techniques developed for the telephone network or for 
simple computer systems and currently traffic theory 
plays a very minor role in the design of the Internet. 
Network management has so far been dominated by 
passive monitoring. Emerging networking technologies 
however force the development of active testing and 
performance analysis tools. As a result of the limitations 
of existing testing and performance analysis tools, our 
tool was developed in order to make available a traffic 
generator with a plenty of useful features. 
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The rest of the paper is organized as follows. Section 2 
presents the motivations at the base of this work. In the 
Section 3 our analysis and experimentation is presented. 
Finally, Section 4 presents some conclusion remarks and 
issues for research. 
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The purpose of our Internet Traffic Generator is to build 
up a suite that can be easily used to generate repeatable 
sets of experiments by using a reliable and realistic 
mixture of available traffic typologies. D-ITG enables to 
simulate many traffic scenarios that could be originated 
by a typical network test-case made of large number of 
users and network devices, as well as by different network 
topologies.  
Typically other traffic generators can only generate UDP 
traffic with limited generation performance and offer a 
limited set of traffic source models. D-ITG implements 
both TCP and UDP traffic generation according to several 
probability distributions (H[SRQHQWLDO�� XQLIRUP�� FRQVWDQW��
SDUHWR��FDXFK\��QRUPDO��«) both for ,'7��,QWHU�'HSDUWXUH�
7LPHV� and 36��3DFNHW�6L]H� random variables.  
Through the use of our tool, a network administrator can 
evaluate the performance of a network, locating possible 
problems and observing the effects of different solutions. 
It is rarely possible to actually set up enough workstations 
and/or PCs and users to create loads equivalent to those 
on a real network. We have developed D-ITG [17] to 
address this issue. The generation of realistic traffic 
patterns helps in studying protocols and applications of 
interest in today’s Internet. D-ITG can generate UDP and 
TCP traffic and is designed for the generation of “layer 7” 
traffic (application layer traffic). D-ITG primary design 
goals are: (i) reproducibility of network experiments: we 
implemented a method that can use the same seed for 
different stochastic experiments. It is possible to 
reproduce experiments by choosing the same seed value 
for the SDFNHWV� LQWHU�GHSDUWXUH and SDFNHWV� VL]H� random 
processes; (ii) investigation of scaling effects: using 
different network loads or different network 
configurations is possible to study scalability problems; 
(iii) increase the generation performance with respect to 
existing Traffic Generators; (iv) increase the available 
traffic source models with respect to other Traffic 
Generators;  (v) the possibility of simulating more traffic 
sources, repeating many times exactly the same traffic 
pattern (not only its mean value) and getting information 
not only about received packets but also about transmitted 
packets; (vi) measuring the round trip time and one way 
delay.  
D-ITG can be applied for both benchmarking and 
measurement techniques. D-ITG provides tools for 
understanding network behavior and by using these 
properties it is possible to trace guidelines for network 
planning and real implementation. With our generator we 
can simulate (and not emulate) traffic and thanks to it, it is 
possible to create a physical test whereby network 
parameters can be collected and analyzed. In our vision 

traffic simulation means the reproduction of a “traffic 
profile” according to theoretical stochastic models. 
Instead, traffic emulation means the reproduction of a 
specific protocol (i.e. reproduction of http messages 
without using a browser). A detailed presentation of D-
ITG with respect to traffic model validation and software 
architecture is reported in [5] and in [6] whereas extensive 
heterogeneous network measurements using D-ITG are 
reported in [7] and [8]. The distributed architecture and an 
experimental validation of D-ITG is presented in [9]. In 
[5] is presented a detailed related works section too. As 
far as this last point in the Figure 1 a detailed comparative 
analysis is shown. These results are related to an 
experimentation of 75000 UDP pkt/s with packet size 
equal to 1024 byte and an experiment duration equal to 60 
s. The experimental testbed is made by two Linux PCs 
with a Gigabit back-to-back connection. PCs hardware 
details are: Intel Pentium 4 2,6 GHz, CPU Cache 512; 
Controller Ethernet: 3Com Gigabit LOM (3c940); Hard 
Disk: Maxtor 6Y080L0 (Fast ATA/Enhanced IDE 
Compatible, Ultra ATA/133 Data Transfer Speed, 2MB 
Cache Buffer, Quiet Drive Technology, 100% FDB - fluid 
dynamic bearing – motors). In this analysis we have taken 
into account the following traffic generators: Mtools [6], 
Rude/Crude [10], Mgen [11], Iperf [12] and finally 
UDPgenerator [13]. As far as experimental results, D-ITG 
shows the best performance. It is important to underline 
that Iperf works in a different way with respect to D-ITG. 
Indeed Iperf does not produce a log file: it provides only 
an estimation of received and transmitted date rate at the 
end of the experiment. For a deep analysis, a 
comprehensive list of traffic generators can be found at 
www.grid.unina.it/software/ITG/link.html. 
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Due to data rate comparative analysis, the previous results 
are carried out using IDT and PS equal to constant value. 
In the next section we show some simple examples of 
stochastic synthetic traffic generation. 
�
��� � 6LPXODWLQJ� ,QWHUQHW�7UDIILF�� DQDO\VLV� DQG�
H[SHULPHQWDWLRQ�
�
This section reports some practical usage examples of D-
ITG and comments on the results. In particular we show: 

• TCP traffic generation: 
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� Constant IDT and Poisson distributed PS 
� Constant IDT and uniformly distributed PS 
� Pareto distributed IDT and constant PS 

• UDP traffic generation 
� 9DULDEOH�%LW�5DWH�Video Traffic: constant IDT 

and normally distributed PS 
• Telnet traffic generation 
• VoIP (9RLFH�RYHU�,3) traffic generation 

The former part shows TCP and UDP traffic generation 
whereas the latter one shows the application layer traffic 
generation. The first example reports the generation of 
TCP traffic. The payload size of all packets is constant 
and equal to 16 bytes. The flow lasts 60 seconds and the 
packet generation process is a pareto process, 
characterized by shape equal to 3 and scale equal to 10. 
We want to calculate now the expected average bit rate, in 
order to verify the accuracy of our D-ITG. First, we note 
that PFDOF and H] utilities simply consider the payload 
size of packets (and not their full size) in determining the 
average bit rate, and we will do so as well [14].  
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In case of Pareto with parameters previously defined, the 
mean random variable is equal to 15, that means the 
average time interval between the departure of two 
consecutive packets is 15 msecs; the payload size is 16 
bytes (=128 bits). Therefore the average bit rate is equal 
to the ratio between 128 bits and 15 msecs, which yields 
8,533Kbps. The resulting plots and mcalc output derived 
from the log file of sender are shown in Figure 2 and 
Figure 3 and confirm our expectations. Notice that bit rate 
plots (Figure 2) need the specification of a window size 
that is the time interval on which the bit rate must be 
computed. Moreover, notice that all the parameters from 
mcalc output are related to traffic generated, even though 
they are addressed as “ received”  (this is due to the fact 
that MGEN does not log sent packets and therefore 
analyzes only receiver’s log files). 
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In the second example we show a TCP traffic generation 
with a constant IDT (which results in 100 packets per 
second) and a PS that follows a Poisson process with an 
average value of 48 bytes.  
Figure 4 reports the snapshot of a traffic analyzer 
(Ethereal). This figure allows checking that D-ITG 
correctly creates TCP packets. The expected data rate is 
equal to 38 Kbps (48 bytes * 100 packets * 8).  
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This value is confirmed by the results shown in Figure 5, 
which reports the statistics of the D-ITG generation 
obtained using mcalc. 
Furthermore, stemming from the theory, the deviation is 
equal to 48. Using the real generated values we have a 
deviation equal to 48.7 bytes and an average value equal 
to 47,761 bytes with a relative error respect to theoretical 
value equal to 1.4%. Figure 6 reports the dimension of the 
first 100 packets.  
In the third example we show a TCP traffic generation 
with a constant IDT (which results in 100 packets per 
second) and a uniformly distributed PS between 200 and 
400 bytes. The expected mean bit rate is 240 Kbps 
whereas the value achieved by D-ITG is 240.279 Kbps. 
Figure 7 reports D-ITG output whereas in the figure 8 the 
mcalc output is sketched. 
In the fourth example we show the accuracy of D-ITG. 
Indeed we show how D-ITG is able to reproduce 
theoretical traffic model following the expected results. In 
particular using the results of Figure 10 we can carry out a 
comparison between a real traffic trace (Figure 9) and D-
ITG simulated traffic. 
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We compare a real video traffic - VBR (9DULDEOH� %LW�
5DWH) – having the following characteristics: the traffic 
trace is 2 hours long, there are 24 frames per second, 
frame dimensions follow a normal distribution with 
µ=27791 bytes e σ=6254 bytes [15]. In D-ITG we 
generate UDP traffic with one frame per packet, twelve 
minutes of traffic generation, IDT equal to 24 packets per 
second and finally PS equal to normal distribution with 
µ=27791 bytes e σ=6254 bytes. Comparing the trend in 
the two figures, we have the opportunity of checking the 
accuracy of D-ITG.  
In the next example we show how D-ITG is able to 
generate application level traffic. In particular we show 
the generation of Telnet traffic and VoIP traffic. The 
Telnet traffic model considers a Pareto distributed IDT 
with shape β=0.90 and scale α ≈1, whereas PS follows the 
TCPLib [16]. In Figure 11 a two hours Telnet traffic trace 
is sketched and in figure 12 the cumulative probability 
function of Telnet packet size is shown. Furthermore in 
Figure 13 the TCPlib trend is reported. This figure reports 
the comparison among TCPLib distribution and two 
exponential trend lines: looking at this representation, we 
can show that the Telnet PS does not follow an 
exponential distribution. In particular there is a substantial 
difference especially for the first bytes. 
As far as D-ITG Telnet traffic generation we consider a 
10 seconds generation interval. In order to verify the PS 
distribution we analyze log files using the mcalc utility 
(Figure 14): the data rate is equal to 1.181 kbps (i.e. 147.6 
byte per second). 
In order to calculate the average value of packet 
dimension we calculate the ratio between the data rate and 
the packet rate (147.6 bytes per second divided per 74.248 
packets per second): the result is 1.98 bytes per packet. In 
the theoretical model the bytes-per-packet average value 
is equal to 1 byte in the 62.8% of the total packets 
whereas it is equal to 2 bytes in the 12.1% of the same 
total: using D-ITG we can conclude that the theoretical 
value is respected. Finally, in figure 15 the D-ITG Telnet 
PS is reported. 
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Finally, in the last example we show how D-ITG is able to 
generate different sessions of VoIP traffic. These sessions 
are different in terms of codecs, in case of using VAD 
(9RLFH� $FWLYLW\� 'HWHFWLRQ) in conjunction with header 
compression. Indeed, in the generation phase D-ITG is 
able to specify the used codec, number of sample per 
packet, VAD option and finally RTP (Real Time 
Protocol) header compression. In order to calculate the 
number of bytes of payload we use the relation Payload = 
Codec_Rate*Frame_Time*VAD where [Codec_Rate] = 
Kbps and [Frame_Time] = second, while VAD is a pure 
number. In our real implementation we use an average 
reduction of the payload equal to 35%.  
Figure 16 reports the mcalc output related to a VoIP 
traffic generation with Codec G.711 with one voice 
sample per packet and without VAD. In this case in the 
theoretical model we have 100 packets per second and the 
payload equal to 80 bytes. Taking into the account 8 bytes 
of RTP header the expected data rate is 88*100*8 = 70.4 
Kbps that is the same value of our traffic generation. 
Figure 17 reports the mcalc output related to a VoIP 
traffic generation Codec G.711 with one voice sample per 
packet and with VAD. In this case, while in the theoretical 
model we have 100 packets per second and the payload 
equal to 80 bytes, using the VAD we observed a reduction 
equal to 35%. Taking again into the account 8 bytes of 
RTP header, the expected data rate is (80*0.65)*100*8 = 
48 Kbps that is the same value of our traffic generation.�
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In figure 18 the mcalc output related to a simulation with 
Codec G.711, two voice samples per packet and without 
VAD is reported. In this case, the theoretical model 
envisions 50 packets per second and the payload equal to 
80 bytes. With 8 bytes of RTP header and the two voice 
samples per packet, the expected data rate is 
(80*2+8)*50*8 = 67.2 Kbps that is the same value of our 
traffic generation. 
In figure 19 the mcalc output related to a simulation with 
Codec G.729, two voice samples per packet and without 
VAD is reported. In this case in the theoretical model we 
have 50 packets per second and the payload equal to 10 
bytes. Considering 8 bytes of RTP header and the two 
voice samples per packet, the expected data rate in this 
case is (10*2+8)*50*8 = 11.2 Kbps that is the same value 
of our traffic generation. 
In figure 20 the mcalc output related to a simulation with 
Codec G.729, three voice samples per packet and without 
VAD is reported. In this case in the theoretical model we 
have 33 packets per second and the payload equal to 10 
bytes. With 8 bytes of RTP header and the three voice 
samples per packet, the expected data rate is 
(10*3+8)*50*8 = 10.032 Kbps that is still the same value 
of our traffic generation. 
In figure 21 the mcalc output related to a VoIP traffic 
generation with Codec G.723.1 with one voice sample per 
packet and without VAD is reported. In this case in the 
theoretical model we have 26 packets per second and the 
payload equal to 30 bytes. Taking into account 8 bytes of 

RTP header the expected data rate is (30+8)*26*8 = 7.9 
Kbps that is the same value of our traffic generation.  
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���&RQFOXVLRQ�DQG�LVVXHV�IRU�UHVHDUFK�
�
After using other existing traffic generators in our 
network testing and network measurement operations, we 
experimented the lack of the necessary characteristics in a 
single traffic generator. Therefore we decided to 
implement our D-ITG. The basic idea of creating a new 
traffic generator arose from the lacks of existing ones with 
the possibility of simulating more complex traffic sources, 
repeating many times exactly the same traffic pattern (not 
only its mean values) and getting information not only 
about received packets but also about transmitted packets. 
With respect to other presented generators our D-ITG has 
been planned for generating network traffic (ICMP), 
transport layer traffic (TCP and UDP), several “ layer 5-7”  
traffic (TELNET, SMTP, DNS, VoIP, …). In the case of 
TCP and UDP, the traffic pattern to be generated is 
defined by choosing a probability distribution (and its 
related parameters) for the IDT (,QWHU�'HSDUWXUH� 7LPHV) 
and PS (3DFNHW� 6L]H) random processes. D-ITG makes 
available several statistical distributions (exponential, 
uniform, constant, pareto, cauchy, normal, …) both for 
IDT and PS random variables. In the case of ICMP and 
“ layer 5-7”  protocols, the distributions (and their related 
parameters) for IDT and PS are automatically defined 
according to theoretical models. Finally, we improved the 
generation performance with respect to other traffic 
generators. In this paper we show several examples of 
how to use our tool and an analysis of its performance. 
We focus on the generation phase in order to verify that 
the traffic requirements specified by the network 
administrator or by a generic user are met. Experimental 
results are compared with theoretical expected values. 
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At present, we implemented a FHQWUDOL]HG�YHUVLRQ and we 
are working on WZR�NLQGV�RI�GLVWULEXWHG�JHQHUDWRUV. In the 
first distributed version there is a log server that is used by 
senders and receivers for data logging. In the second 
distributed version, processes of both senders and 
receivers have been implemented using MPI library. By 
separating generation and log processes, we eliminated 
the interference problem between them, which results in 
better overall performance. By eliminating interference 
problems the distributed version is able to replicate 
theoretical traffic figure imposed at sender side with 
greater accuracy [9]. Currently we are working on a 
“ mobile version”  of our D-ITG too. We are working on 
the porting of D-ITG under PDA platform with Linux 
FAMILIAR operating system. This implementation would 
make it possible to carry out a complete characterization 
of a real heterogeneous mobile network [8]. After this step 
we are planning to use D-ITG (with mobile extension) in 
a wide range of access network. Mobile Internet access 
using WLAN and GPRS/3G has gained good popularity. 
We would test D-ITG in a more large heterogeneous 
environment made by both heterogeneous (wired and 
wireless) network (WLAN, Bluetooth, UMTS, GPRS, … ) 
and heterogeneous users’ device (Laptop, PDA, Advanced 
Mobile Phone, PC,… ). Using this implementation is 
possible to carry out a complete characterization of a real 
heterogeneous wired-wireless networks. Indeed, D-ITG 
enables performance evaluation of KHWHURJHQHRXV�GHYLFHV 
(Laptop, PC desktop, IPAH, … ) over KHWHURJHQHRXV�
QHWZRUNV (Wired LAN, WLAN, … ). D-ITG is currently 
downloadable and freely available at 
www.grid.unina.it/software/ITG.  
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